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CHAPTER 11

Cultural neurolinguistics
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Abstract: As the only species that evolved to possess a language faculty, humans have been surprisingly
generative in creating a diverse array of language systems. These systems vary in phonology, morphology,
syntax, and written forms. Before the advent of modern brain-imaging techniques, little was known about
how differences across languages are reflected in the brain. This chapter aims to provide an overview of
an emerging area of research — cultural neurolinguistics — that examines systematic cross-cultural/
crosslinguistic variations in the neural networks of languages. We first briefly describe general brain
networks for written and spoken languages. We then discuss language-specific brain regions by
highlighting differences in neural bases of different scripts (logographic vs. alphabetic scripts),
orthographies (transparent vs. nontransparent orthographies), and tonality (tonal vs. atonal languages).
We also discuss neural basis of second language and the role of native language experience in second-
language acquisition. In the last section, we outline a general model that integrates culture and neural
bases of language and discuss future directions of research in this area.
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Ex uno plures (from one, many). Among all the also on kinship relations, inheritance patterns) to
living species, humans are unique in having establish cultural groups (Burton et al., 1996).
evolved to possess a universal language faculty Even the validity of population genetics initially
and yet speaking more than 6000 different relied on how well their conclusions corresponded
languages. The vast differences across these to language families (Cavalli-Sforza et al., 1994).
languages (i.e., phonology, morphology, syntax, Among the various aspects of culture, language
semantics, and written forms) both reflect and may be the most extensively studied. Language
contribute to historical-cultural differences in sciences already encompass many disciplines,
human mind (see Sapir, 1921, for a review; including the traditional linguistics, anthropology,
Vygotsky, 1986; Whorf, 1956). Because language psychology, information sciences, neuroscience,
is such an integral part of culture, anthropologists and their numerous subdisciplines. Researchers
have relied heavily on language differences (but in these disciplines, especially in comparative

linguistics, have documented differences in the
smallest details of the world’s languages (see, e.g.,
*Corresponding author. Ethnologue: http://www.ethnologue.com/ and
Tel.: 949-824-4184; Fax: 949-824-3002 the World Atlas of Language Structures: http:/
E-mail: cschen@uci.edu wals.info/index). Few other aspects of culture
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have been examined to this extent either qualita-
tively or quantitatively.

However, these differences, though vast and
well documented, have rarely entered the
research on neural bases of language. This was
perhaps due to two main reasons. First, earlier
research on neural bases of language was typically
based on patients with brain damages. Their small
sample size and great individual variations in the
extent and size of injuries or infarctions prevented
meaningful comparisons across patients who
speak different languages. Second, perhaps more
importantly, researchers tended to believe that
diversity in languages is purely cultural because
infants can learn any language of the world.

Due to the advent of modern brain-imaging
techniques, the first obstacle has been overcome.
Researchers are able to use fMRI, PET, ERP, and
other techniques to study samples of reasonable
size from different cultures and to compare their
findings with some precision. The second obstacle
has been overcome by evidence from decades of
research on brain plasticity. Even if the brain is
universally the same initially, later experiences
(including language experiences) can theoretically
lead to diversity at the neural levels (both
functionally and anatomically). Chiao and
Ambady (2007) have already articulated that
culture-specific early experience is one reason
that brain structure and function may vary across
cultures. After all, the vast differences across
languages must be represented somehow at the
neuronal level in the brain. The question is
whether existing research tools are able to detect
them. Indeed, research evidence is accumulating
that different languages may have different neural
bases. The time may have come for researchers to
engage in a systematic exploration of cultural
differences in the neural bases of language —
cultural neurolinguistics. Specifically, cultural
neurolinguistics aims to address questions such
as the following. What are the similarities and
variations in the brain networks, in terms of both
functions and anatomy, that are used to process
different languages? How did these variations
come about developmentally? What are the
implications of these variations for the learning
of a new language?

This chapter aims to provide an overview of
the emerging literature addressing the above
questions. We will first briefly describe the general
brain networks for written and spoken languages.
Second, we will focus on research on cross-
cultural differences in the language networks,
emphasizing three distinctions — logographic
versus alphabetic languages, transparent versus
nontransparent orthographies, and tonal versus
atonal languages. Third, we review the literature
on the effects of prior language experience on
second-language learning. Finally, we will provide
an integrative discussion about culture and the
neural basis of language and propose some future
directions of research in this area.

The language brain

Language is a complex behavior that involves
multiple senses and motor skills and the coordina-
tion among them. Consequently, the language
brain is a network of brain regions that are semi-
specialized for different functions. For example,
comprehension of spoken language would involve
Heschl’s gyrus in the primary auditory cortex
(bilateral superior temporal gyrus) for initial
spectrotemporal and phonological processing, the
bilateral posterior inferior and middle temporal
gyri for semantic processing, and the left posterior
frontal lobe and the temporoparietal area for
mapping sounds onto articulatory representations
(Hickok and Poeppel, 2004, 2007).
Comprehension of a written language (i.e.,
reading), on the other hand, would involve the
occipital cortex (primary visual analysis), the
occipitotemporal regions (visual form processing),
the posterior superior temporal gyrus (grapheme-
to-phoneme conversion), the superior/middle
temporal gyrus (semantic analysis), the inferior
frontal gyrus (IFG) (phonological and semantic
processing), and the precentral gyrus and cere-
bellum (motor skills for speech production) (for
reviews, see Fiez and Petersen, 1998; Jobard et al.,
2003; Paulesu et al., 2000; Price, 1998, 2000).
Different types of reading would involve these
brain regions to a different extent. For example,
according to the dual-route cascade model of



reading (Coltheart et al., 2001), there are two
routes of phonological access: direct and indirect
routes. The direct route (also called the lexical
route or the addressed phonology) means that the
meaning of a visual word is directly accessed. For
the indirect route (also called the sub-lexical route
or the assembled phonology), the different
phonetic parts of visual words are first processed
individually, then assembled (all at the sub-lexical
level) to access the sound and the meaning of
those words. The IFG appears to be important for
both routes of phonological access, although the
anterior portion (BA45/47) is more relevant to
semantic processing, whereas the posterior por-
tion (BA44/6) is more relevant to phonological
processing (Poldrack et al., 1999). Accordingly,
it has been proposed that the anterior portion of
IFG is more involved in the lexical route, whereas
the posterior portion of IFG is more involved in
sub-lexical route (Jobard et al., 2003). Further-
more, addressed phonology tends to rely more on
the fusiform gyrus in the occipitotemporal region,
whereas assembled phonology appears to rely
more on the superior temporal gyrus, angular
gyrus, and supramarginal gyrus (Fiez and Petersen,
1998; Jobard et al., 2003; Price, 2000). This neural
differentiation for different routes of phonological
access is important because different languages
tend to rely on different routes of phonological
access (see next section).

Finally, Indefrey and Levelt (2004) have out-
lined brain regions involved in speech production:
lemma retrieval and selection at the left middle
temporal gyrus, phonological code retrieval at the
left posterior middle temporal gyrus and posterior
superior temporal gyrus, syllabification at the left
posterior IFG, articulation at the bilateral sensor-
imotor and supplementary motor area, and self-
monitoring at the bilateral superior temporal

gyrus.

Major differences in language systems

Languages differ in many ways, including phonol-
ogy, morphology, syntax, semantics, and written
forms. Based on those differences, linguists
have categorized the more than 6000 human
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languages into major language families (e.g.,
Niger-Congo, Austronesian, Sino-Tibetan family,
Indo-European, and Afro-Asiatic families, with
each containing hundreds of languages). Neurolin-
guistics is at a very early stage in exploring the
differences in the neural bases of different lang-
uages. In this section, we will focus only on three
major differences that have been examined cross-
linguistically: scripts, orthography, and tonality.

Scripts

All written languages have their origin in picto-
graphs. Out of those pictographs, some evolved to
become logographs such as is the case for Chinese.
There is apparent continuity between the visual
configurations of the original pictographs and
modern Chinese logographs. Modern Chinese
logographs, as well as other logographic scripts
such as Korean Hangul, typically consist of a
number of strokes/units that are packed into a
square. In contrast, alphabetic languages such as
English use phonetic scripts that are a linear
combination of letters (either from the left to the
right or from the right to the left as in Hebrew and
Arabic, which are also consonants-only scripts
called abjads). Sometimes, researchers make a
finer distinction between scripts and writing
systems. For example, Perfetti et al. (2007) used
scripts to describe visual appearance of the
characters (logographic vs. alphabetic languages)
and used writing system to describe the design
principle (i.e., the basic unit size for mapping
graphic units onto language units). According to
this distinction, Chinese is a morph-syllabic system
because Chinese characters map onto meaningful
morphemes, whereas English and Korean use the
letter-phoneme system, in which characters are
mapped onto phonemes in the spoken language.

Orthography

Orthography literally means “correct writing” in
Greek. In research literature, it is used to describe
how a writing system is implemented in a
particular language. Of most relevance to this
chapter is the distinction between transparent
and nontransparent orthography. Although both
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Italian and English use letter-phoneme mapping,
Italian has a more regular mapping between
letters and phonemes than English. Thus, Italian
is a transparent or shallow orthography, whereas
English is a quasi-transparent or deep orthogra-
phy. For transparent orthography, phonological
access can be achieved through assembled
phonology, in which visual words are transformed
into phonology through the grapheme-to-
phoneme correspondences (GPC) rules. Korean
is also a transparent orthography because of its
near-perfect letter-phoneme mapping.

In contrast, Chinese is a nontransparent or the
deepest orthography because there is no letter-
phoneme mapping in Chinese. For nontranspar-
ent orthography, phonological access typically
relies on addressed phonology, which directly
maps the visual forms of words onto their sounds.
For quasi-transparent orthography, such as Eng-
lish, assembled and addressed phonology are used
to read regular and irregular words, respectively.
It should be pointed out that, with increasing
fluency in reading, there is a shift from assembled
phonology to addressed phonology.

Due to the absence of GPC rules, Chinese
logographic characters are to be learned by drill.
Consequently, Chinese children rarely are able to
read characters beyond their grade level, whereas
many American children can do that because they
can rely on the GPC rules (Lee et al., 1995).
Consistent with this finding, McBride-Chang et al.
(2005) recently found that phonological aware-
ness was more important for reading English than
for reading Chinese, whereas morphological
structure awareness is more important for reading
Chinese than for reading English. For the same
reason, dyslexia in English can be of either
surface and phonological subtypes (Marshall and
Newcombe, 1973), but only of the surface subtype
in Chinese (Meng et al., 2005).

Tonality

Pitch in human spoken language can convey
several types of information, including speaker’s
identity, affection, intonation, phonemic stress,
and word meaning (Wong et al., 2004; see Wong,
2002, for a review). One typical language-specific

pitch is the lexical tone. In tonal languages (e.g.,
Chinese and Thai), lexical tone is used to
distinguish words. For example, in Chinese, the
sound /ma/ spoken in a high pitch means
“mother,” but the same sound spoken in a low
falling—rising pitch means “horse.” In fact, there
are four tones in Chinese Mandarin. The extent of
tonality varies greatly across language systems.
Languages such as English are atonal and they do
not use tones to signal the meanings of words.
However, most of atonal languages use stress,
which on occasions provides some additional
lexical information (e.g., CONtent vs. conTENT).

Different neural networks underlying different
languages

The above-mentioned cross-cultural differences in
scripts, orthography, and tonality can significantly
affect the neural mechanisms of language proces-
sing. In a recent meta-analysis of neural bases of
reading, Bolger et al. (2005) quantitatively com-
pared the findings of 43 studies of different
languages (25 with alphabetic languages, 9 with
Chinese, 5 with Japanese Kana, and 4 with
Japanese Kanji). They found that activations
in the frontotemporal, occipitotemporal, and
occipital regions were shared across languages.
Important cross-language differences were found
in the left middle frontal gyrus (MFG), tempor-
oparietal region, and right fusiform cortex.
Gandour (2005) has also provided a summary of
the literature on the differential neural networks
for tonal and atonal languages. In the following
sections, we discuss in detail these relevant
findings.

Neural bases of logographic and alphabetic
scripts

As mentioned above, the visual configuration
varies significantly across different writing systems
or scripts. One of such distinctions is between
alphabetic and logographic systems. For example,
Chinese characters (a typical logographic system)
possess a number of intricate strokes that are
packed into a square shape, whereas the



alphabetic systems have linear combination of
letters. Given this visual characteristic of Chinese,
the processing of Chinese characters might
involve more visuospatial analysis than that of
alphabetic writings. Visuospatial analysis (such
as whole—part relations) is either bilateral or
right-hemisphere dominant (Grill-Spector, 2001;
Rossion et al., 2000). Consistent with this view,
existing neuroimaging studies on Chinese
processing have revealed bilateral or even right-
dominated activation in the occipital and posterior
occipitotemporal region. For instance, Tan et al.
(2000) compared laterality between single
Chinese characters and words, and found signifi-
cant activation in the right occipital cortex for
both types of materials. This is in clear contrast
with the left-hemisphere dominance in the pro-
cessing of alphabetic languages (e.g., Price et al.,
1996; Vigneau et al., 2005). This finding of greater
engagement of the right occipitotemporal region
in Chinese processing than alphabetic processing
was further confirmed by several other fMRI
studies (Bolger et al., 2005; Chen et al., 2002;
Fu et al., 2002; Kuo et al., 2001, 2003, 2004; Peng
et al., 2003, 2004; Tan et al., 2005; Xue et al.,,
2005).

Although there is a general consensus that
Chinese logographic scripts resulted in the invol-
vement of bilateral primary visual cortex, it is
controversial whether the effect of scripts extends
upstream to the middle portion of the occipito-
temporal area, specifically the fusiform gyrus.
Some researchers (Liu et al., 2007; Tan et al.,
2000, 2005) have suggested that reading Chinese
might be bilateral or even right lateralized in the
fusiform gyrus. However, a direct quantitative
comparison of the two hemispheres (Xue et al.,
2005) revealed left-hemispheric dominance in the
fusiform cortex when processing Chinese, a
pattern similar to reading alphabetic writings.
The latter finding seems to make sense because
the fusiform gyrus is believed to play a funda-
mental role, although not necessarily an exclusive
role (see Price and Devlin, 2003, for a review),
in processing abstract visual word forms (Cohen
and Dehaene, 2004; Cohen et al., 2002). Scripts
should no longer matter when words are pro-
cessed at the abstract level. Further complicating
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the role of the fusiform gyrus in visual word
processing and possible cross-cultural differences,
other studies have found that this region might
also be involved in lexical, multimodal word
processing (Buchel et al., 1998; Kronbichler
et al., 2004), or in the integration of phonology
and visual information during both word and
picture processing (McCrory et al., 2005; Price
and Friston, 2005; Xue et al., 2006b). Further
research can help clarify the role of the fusiform in
visual word processing and determine how far
upstream scripts can affect the neural basis of
language.

Neural bases of transparent and nontransparent
orthographies

Depending on orthographic transparency, differ-
ent languages rely on different routes of phono-
logical access: addressed phonology for
nontransparent orthography and assembled pho-
nology for transparent orthography. These differ-
ent routes of phonological access involve distinct
neural mechanisms. Specifically, the left tempor-
oparietal area has been implicated for assembled
phonology. In a PET study, Paulesu et al. (2000)
found that reading Italian (a transparent ortho-
graphy) induced more activation in the left
posterior superior temporal gyrus than reading
English (a quasi-transparent orthography),
whereas reading English elicited more activation
in the left posterior inferior temporal region and
the left IFG. When comparing English with
Chinese (a nontransparent orthography), resear-
chers have found that reading English activated
the posterior superior temporal gyrus and adja-
cent supermarginal cortex, whereas reading
Chinese activated the dorsal extent of the inferior
parietal lobule (perhaps because this area is also
involved in visuospatial analysis of Chinese
characters) (see Tan et al., 2005, for a review).
There is also evidence that different orthogra-
phies might result in differences in other brain
regions such as the frontal lobe. For example, Tan
and colleagues have found that the left MFG
(BA9) is more activated when reading Chinese
than when reading English (Tan et al., 2000, 2001,
2005). These researchers believe that this region
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might play a role in addressed phonology when
reading Chinese. They even reported anatomical
differences in this region favoring Chinese sub-
jects (Kochunov et al., 2003). Furthermore, they
found decreased activation and reduced gray
matter in left MFG in Chinese dyslexics (Siok
et al., 2004, 2008). However, several other studies
have failed to find MFG activation when subjects
were reading Chinese (Chee et al., 1999a, 2000,
2003; Kuo et al., 2003; Lee et al., 2004; Xue et al.,
2004a, b, 2005; Zhang et al., 2004). It remains to
be seen what specific roles this region might play
in processing Chinese.

Neural bases of tonal and atonal languages

Previous neuroimaging studies have observed
double dissociation in the neural networks of
lexical tone and nonlinguistic pitch processing.
For lexical tone perception, activations have been
mainly reported in the left inferior frontal regions
(Gandour et al., 1998, 2000, 2002, 2003; Klein
et al., 2001; Wang et al., 2003, 2004) and the
temporal regions (Wang et al., 2003, 2007; Xu
et al., 2006). In contrast, nonlinguistic pitch
processing typically elicit activations in homolo-
gous areas in the right hemisphere (e.g., Zatorre
et al., 1992, 1994). In speech production, however,
Liu et al. (2006) found that tones (suprasegmental
elements) activated the right frontal gyrus more
than did consonants (segmental elements).

More direct evidence for the effect of linguistic
factors or language experience on lexical tone
processing comes from crosslinguistic/cross-cul-
tural studies. Recently, several studies have
compared neural mechanisms of tone processing
in speakers of a tonal language (e.g., Chinese and
Thai) with those of an atonal language (e.g.,
English), and found that speakers of a tonal
language showed more left-lateralized activations
in the frontotemporal regions in contrast with
atonal language speakers (Gandour et al., 2003,
1998; Klein et al., 2001; Wong et al., 2004; Xu
et al., 2006). There is evidence that the left
hemisphere is more effective in learning lexical
tones than the right hemisphere (Wong et al.,
2007).

Furthermore, tone processing appears to be
language specific. Neural patterns of tone proces-
sing do not seem to transfer from one tonal
language to another tonal language. For example,
when processing Thai tones, native Chinese
speakers, although having years of experience in
Chinese tones, showed different neural patterns
from those of native Thai speakers (Gandour
et al., 2002, 2003).

Other cross-cultural differences in the neural
basis of language processing

Although cross-cultural differences in neural
bases of speech processing and reading have been
most often studied, researchers have also begun to
document cross-cultural differences in neural
bases of other aspects of language processing.
For example, studies of speakers of English and
other Indo-European languages have typically
found that verbs are represented in the frontal
region (e.g., the left prefrontal cortex), whereas
nouns are represented in the posterior regions
(the temporal-occipital regions) (Petersen et al.,
1989). Nouns and verbs in Chinese, however,
activate a wide range of overlapping brain areas in
distributed networks, in both the left and the right
hemispheres (Li et al., 2004). The reason for this
cross-cultural difference is probably that categor-
ization of words into different grammatical classes
is less clear-cut in Chinese than in English. Many
individual words in Chinese cannot be easily
distinguished into nouns or verbs, mainly due to
a lack of inflectional morphology in Chinese. Most
words play multiple grammatical roles, resulting
in an abundance of class-ambiguous words that
can be used as either nouns or verbs. Much more
research is needed to understand crosslinguistic
variations in the neural bases of semantic proces-
sing.

Second-language learning

Thus far, we have focused on comparisons of
neural bases of different languages. Cultures are
not isolated from one another. Cultural encoun-
ters lead to exposure to and acquisition of second



languages. Neural bases of second language,
especially the role of native language in second-
language acquisition, are an important topic of
research in cultural neurolinguistics.

Earlier studies of bilinguals (Dehaene et al.,
1997; Kim et al., 1997; Perani et al., 1998)
reported neural dissociations between native and
second language. Later studies typically found a
largely shared neural network in both native and
second-language processing, even for two drasti-
cally different languages such as Chinese and
English (Chee et al., 1999a, b, 2000; Klein, 2003;
Klein et al., 1995, 1999; Xue et al., 2004a, b).
Given the differences in neural networks for
different native languages (see the previous
section), it is puzzling why neural patterns for
first and second language (especially for Chinese
and English) are not more distinct. One explana-
tion of this overlap between native and second
language’s neural networks is that the neural
mechanisms for second-language processing are
shaped by native language experience. In fact,
some recent studies showed that the brain net-
work shaped by native language experience is
optimal for learning a new language (Chen et al.,
2007; Dong et al., 2008; Mei et al., 2008; Xue et al.,
2006a).

Perfetti et al. (2007) have proposed an intri-
guing model that consists of two processes,
namely assimilation and accommodation in Pia-
getian sense, to account for the effects of the
native language on neural mechanisms involved in
learning a second language. The assimilation
hypothesis assumes that the brain will read a
second language as if it is the native language and
use the native language network to support the
second language. In contrast, the accommodation
hypothesis assumes that the brain’s reading net-
work must adapt to the features of a new writing
system to the extent that those features require
different reading procedures. Supporting evidence
for this model comes from several studies. For
example, a study by Tan et al. (2003) provided
evidence for neural assimilation by showing that
for Chinese subjects who were learning English as
their second language, the superior temporal
gyrus was not activated when reading English
although this region was activated for native
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English readers. Instead, the left MFG, usually
involved in processing Chinese, was activated. On
the other hand, for English speakers who are
learning Chinese, the bilateral visual form and left
MFG were activated when processing Chinese,
which is consistent with the accommodation
hypothesis (Liu et al., 2007; Nelson et al., 2009).
Taken together these studies, one might conclude
that Chinese speakers are more likely to assim-
ilate, but English speakers are more likely to
accommodate. Of course, it is also likely that,
given the differences in linguistic features, non-
transparent logographic language demands
accommodation, whereas transparent alphabetic
language allows for accommodation. These possi-
bilities need to be tested with a design involving
native speakers of two different languages learn-
ing the same second language. So far, no imaging
study of such a design has been conducted.

Integrating culture into neurolinguistics

As mentioned earlier, cultural neurolinguistics is
only at the beginning stage of development. Thus
far, most research has focused only on the effects
of language features on the brain. Much is to be
done regarding other aspects of culture’s impact
on the language brain. In this section, we outline a
sketch of this emerging field (see Fig. 1). This field
needs to address both classic and new questions
such as how the interaction between the features
of languages and the brain anatomy and function
affect the neural basis of different languages, how
first- and second-language acquisition can affect
the brain (accommodation), how brain develop-
ment shapes the neural mechanisms for first- and
second-language acquisition and development
(assimilation), how social factors (e.g., social
economical status, education, vocabulary and
knowledge explosion, technology use, communi-
cation style, cultural orientation, etc.) that shape
the language use and experiences would shape the
brain (e.g., Raizada et al., 2008), and finally how
language and the brain coevolve to create the
diversity in languages and the diversity in neural
bases of languages.
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Cultural Evolution

100,000 years ago

Fig. 1. A schematic presentation of the interrelations among culture, language, and the brain.



The last two areas are almost virgin territories.
Language is not content free, so sociolinguistic
factors (e.g., communication style), sociopsycho-
logical factors (e.g., self descriptions, interperso-
nal relations), or the use of language in other
cognitive tasks (such as arithmetic) can all affect
brain mechanisms. A few groups of researchers
have already begun to document the effects of
larger cultural contexts on brain functions. For
example, Han and Northoff (2008) recently
reviewed several studies showing the effect of
culture on the social brain. Tang et al. (2006)
showed cultural effects on the mathematical brain.
Similarly, Zhou et al. (2007a, b) have system-
atically demonstrated that different -cultures’
approach to teaching mathematics can affect the
brain bases of mathematical learning. Given that
language is the medium (or “tool’”) of cultural
representations (Vygotsky, 1986), future research
needs to systematically examine how language
mediates these cross-cultural differences in brain
functions.

More theoretical and empirical work is also
needed to delineate the mechanisms involved in
the bidirectional effects between culture/language
and the brain. Some theoretical discussions have
already started. For example, Fabrega (1977,
1982) has suggested three distinct ways, occurring
at different stage of development, in which
cultural factors might help mold the human brain.
First, the ecological surroundings associated with
a certain culture may selectively activate or
“tune” appropriate neuronal connections. Sec-
ond, cultural factors in early child learning
differentially and dynamically alter brain devel-
opment. Finally, life-long adaptability allows the
adult brain to continuously adapt to new situa-
tions. Dehaene and Cohen (2007) recently pre-
sented a cultural recycling model, which suggests
that preexisting brain circuitry places structural
constraints on the brain-cognition mapping (e.g.,
visual words mapping onto the left fusiform gyrus
across cultures), but brain plasticity allows flex-
ibility in the specifics of the mapping.

Common across these and other models (such
as Perfetti’s accommodation and assimilation
model) are their emphasis on two neurobiological
principles: neural plasticity and specialization.
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Neural plasticity allows culture to have an imprint
on the brain, and neural specialization sustains
cross-cultural differences in the brain. As pre-
sented earlier, language features (e.g., scripts,
orthographies, and tonality) can determine the
neural bases of language learning through neural
specialization. Furthermore, these neural bases
may carry over to second-language learning
(Nakada et al., 2001; Tan et al., 2003). In a way,
this discussion of neural specialization in general
language learning is just an extension of the classic
example of neural specialization in phonetic
processing. At birth, infants are universally cap-
able of differentiating phonetic contrasts in all
languages. As a result of native language experi-
ence (or ‘“tuning”), however, the ability to
distinguish nonnative phonetic contrasts dramati-
cally declines as early as 6 months (Kuhl and
Rivera-Gaxiola, 2008; Kuhl et al., 2006; Werker
and Tees, 1992). By 11 months of age, Japanese
infants can no longer distinguish /ra/ from /la/, and
American infants cannot distinguish Chinese
sounds /chi/ and /ci/ (Kuhl et al., 2001). English
speakers cannot identify Hindi phonetic contrasts
that differ in voice onset time from —90 to Oms
(Sharma and Dorman, 2000). When these speak-
ers learn a new language, they will have “accents”
(i.e., assimilation). For more discussions about
this topic, readers can refer to Perceptual Assim-
ilation Model (Best et al., 2001) and Natural
Language Magnet model (Iverson and Kubhl,
1996).

In tandem with neural specialization is neural
plasticity, which makes accommodation possible.
For example, even though infants begin to lose
sensitivity to nonnative phonemes, they can learn
a new language without accents until about 10-12
years of age. Neural plasticity is at work here and
it allows the brain to accommodate to foreign
sounds. In fact, evidence is accumulating that
language learning can change brain functions and
even anatomy due to neural plasticity. For
example, phonetic training can induce functional
reorganization such as an expansion of existing
regions and the recruitment of additional regions
(Callan et al., 2003; Wang et al., 2003). Auditory
training can ameliorate the dysfunction of the
inferior frontal and temporoparietal regions in
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dyslexia (Temple et al., 2003). Braille readers who
became blind early in life were found to rewire
their visual cortex to respond to tactile tasks
(Sadato et al., 1996). Finally, language learning
can also result in permanent changes in brain
structure. Bilinguals have been found to show
increased gray matter density in the left inferior
parietal region as compared to monolinguals
(Mechelli et al., 2004). This study further revealed
that the gray matter density was positively
correlated with second-language proficiency and
negatively correlated with age at acquisition of
second language, suggesting that more learning
resulted in greater structural changes in the brain.

This dynamic process of accommodation and
assimilation or plasticity and specialization is
likely to occur across all aspects of culture—brain
connections, and across the life span. So far
researchers have only uncovered a limited num-
ber of instances such as phonetic processing and
visual words processing (see an earlier section).
All other links in our general model (see Fig. 1)
can be examined from this dynamic perspective.
Beyond the links in the model, an optimistic view
is that the near future will also witness the
integration of culture into neurosciences at even
a broader level, including molecular genetics (see
Chiao and Ambady, 2007).
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