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Neuroimaging techniques have recently been used to examine the neural mechanism of
decision making. Nevertheless, most of the neuroimaging studies overlook the importance
of emotion and autonomic response in modulating the process of decision making. In this
article, the authors discuss how to integrating functional magnetic resonance imaging
(fMRI) with psychophysiological measurements in studying decision making. They suggest
that psychophysiological data would complement with fMRI findings in providing a more
comprehensive understanding about the physiological and neural mechanisms of decision
making. Also, this technique would yield valuable information in examining the interplay
among emotions, autonomic response, and decision making. The discussion is presented in
a tutorial format with concrete technical recommendations for researchers who may
consider adopting the technique in their study of decision making.
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Decision making has been a popular research
topic across a wide range of disciplines, such as
economics, psychology, computer science, and
neuroscience. One of the major goals in decision
research is to understand the mechanism of how
humans make decisions. The traditional economic
research has assumed that humans make decisions
based on rationality, and the ultimate goal of de-
cisions is to maximize utility (Kahneman, 1997;
Kahneman & Thaler, 2006; Stigler, 1950). On the
basis of these assumptions, various computational
models have been proposed to simulate the deci-
sion-making process of humans (McClure, Berns,
& Montague, 2003; Montague, Dayan, & Se-
jnowski, 1996; O’Doherty et al., 2004; Schultz,
Dayan, & Montague, 1997; Wunderlich, Rangel,
& O’Doherty, 2009). With the rapid development

of noninvasive neuroimaging techniques in the
past decade, neuroscientists are now able to test
the validity of these decision-making models in
healthy individuals and to study how these com-
putational models may be implemented in the
human brain. This line of model-based neuroim-
aging study has gained widespread popularity in
neuroeconomics research and advanced our un-
derstanding of the neural mechanism of decision
making (O’Doherty, Hampton, & Kim, 2007).
Nevertheless, most of the computational models
assumed absolute rationality in the decision-
making process and paid very limited attention to
the influence of irrationality and emotion on hu-
mans’ decision. In this review, we discuss why it
is important to examine the role of emotion in
decision making and how researchers can inte-
grate functional magnetic resonance imaging
(fMRI) with psychophysiological measurements
to examine the body-brain interaction in decision
making and the interplay between emotion and
decision making.

The Reasons for Integrating fMRI With
Psychophysiology

Traditionally, emotion has been thought to
have negative impact on decision making. How-
ever, studies in lesion patients revealed that
emotion is indispensible from adaptive decision
making. Patients with lesions at the ventral me-
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dial prefrontal cortex (vMPFC) or amygdala
showed deficits in making advantageous deci-
sions and in experiencing emotions (Bechara,
Damasio, Damasio, & Anderson, 1994;
Bechara, Damasio, Damasio, & Lee, 1999;
Bechara, Tranel, & Damasio, 2000; Fellows,
2004; Fellows & Farah, 2005). Using the Iowa
gambling task (IGT) and the measure of skin
conductance response (SCR), researchers re-
vealed that the decision deficits in these patients
were associated with the absence of a distinct
autonomic nervous system response preceding a
risky decision (Bechara, Damasio, Tranel, &
Damasio, 1997; Bechara et al., 2000; Bechara,
Tranel, Damasio, & Damasio, 1996; Crone,
Somsen, Van Beek, & Van Der Molen, 2004).
In particular, patients with lesion in vMPFC
failed in generating anticipatory SCR when they
were about to make risky decisions (Bechara et
al., 1997). They preferred options with high
reward even when these options are accompa-
nied with chance of much severer punishment
leading to an overall loss in long term (Bechara
et al., 2000). These patients also demonstrated
maladaptive decision making in their daily
lives, such as having trouble in maintaining
relationships and making improper financial
and job decisions (Bechara et al., 1994; Dama-
sio, 1994; Damasio, Tranel, & Damasio, 1991).
These findings provide compelling evidence in
support of the “somatic marker” hypothesis pro-
posed by Damasio (1994), who argued that
emotion (as indexed by changes in the auto-
nomic nervous system responses) is critical to
optimal decision making. Accordingly, antici-
patory SCR and other autonomic responses
serve as warning signals from the body for
unfavorable decision (Damasio, 1994). Al-
though the participants may not have conscious
awareness of such warning signals from their
body, the success in generating the anticipatory
autonomic response has been demonstrated to
reduce the selection of risky unfavorable op-
tions (Bechara, 2003). Therefore, emotion and
autonomic responses have an indispensable role
in the process of decision making.

On the other hand, a number of psychophys-
iological studies in healthy populations have
also demonstrated the importance of the auto-
nomic nervous system in modulating decision
making. Researchers reported that the level of
autonomic arousal as indicated by skin conduc-
tivity and heart rate correlated closely with the

decisions made by healthy individuals (Batson,
Engel, & Fridell, 1999; Campbell, Stout, &
Finn, 2004; Crone et al., 2004; Kleeberg et al.,
2004; Lo & Repin, 2002; Sugita & Suzuki,
2003; Tomb, Hauser, Deldin, & Caramazza,
2002). Furthermore, psychopharmacological
study demonstrated that the process of decision
making can be altered by a drug, which acts on
the autonomic nervous system (Rogers, Lan-
caster, Wakeley, & Bhagwagar, 2004). In par-
ticular, healthy individuals who received a mild
dose of propranolol, a beta-adrenoceptor
blocker that suppresses the sympathetic nerve
activity, were less able to discriminate different
punishment signals in making risky decisions
than the control group that received a placebo
(Rogers et al., 2004).

Findings from the fMRI community on deci-
sion research align with the observations from
early animal and lesion studies that the medial
prefrontal cortex (MPFC) together with the
striatum, insular cortex, and amygdala play im-
portant roles in the human decision process
(Breiter, Aharon, Kahneman, Dale, & Shizgal,
2001; De Martino, Kumaran, Seymour, &
Dolan, 2006; Hampton, Adolphs, Tyszka, &
O’Doherty, 2007; Hare, Camerer, Knoepfle, &
Rangel, 2010; Kable & Glimcher, 2007; Knut-
son, Taylor, Kaufman, Peterson, & Glover,
2005; McClure et al., 2003; O’Doherty et al.,
2004; Tom, Fox, Trepel, & Poldrack, 2007;
Wunderlich et al., 2009; Xue et al., 2009).
Among the various neural substrates associated
with decision making, the vMPFC received a lot
of attention as neuroimaging data illustrated
that this region is involved in the process of
valuation, and its response fits well with the
prediction of various computational models
(Hampton et al., 2007; Hare et al., 2010; Xue et
al., 2009). It is interesting to note that this
region of the brain has also been associated with
generating autonomic responses (Bechara et al.,
1997; Wong, Massé, Kimmerly, Menon, &
Shoemaker, 2007). In addition, the insular cor-
tex, which has been associated with modulating
decision making, especially in addiction-related
decisions (Naqvi & Bechara, 2009; Naqvi,
Rudrauf, Damasio, & Bechara, 2007), has long
been regarded as an important region in repre-
senting autonomic responses (Saper, 1982;
Saper, 2002; Yasui, Breder, Saper, & Cechetto,
1991). Indeed, the neural network for decision
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making (i.e., vMPFC, insular cortex, amygdala,
and striatum) highly overlaps with the cortical
autonomic network (CAN), which is involved
in modulating the activity of the brainstem au-
tonomic centers, and hence the arousal level of
the sympathetic and parasympathetic nervous
systems (Cechetto & Shoemaker, 2009; Critch-
ley, Corfield, Chandler, Mathias, & Dolan,
2000; Ongur & Price, 2000; Wong et al., 2007).
Neuroimaging findings revealed that vMPFC
and the insular cortex (IC) respond not only to
decision-making tasks, but also to a number of
cognitive and physical tasks that elicited auto-
nomic responses without the involvement of
any explicit decision making (Kimmerly,
Wong, Menon, & Shoemaker, 2007; Wong et
al., 2007). Specifically, convergent evidence
from electrophysiology, neuroanatomy, and
clinical studies has ascribed a role for the insula
in providing interoceptive signals, including
those related to pain, temperature, taste, and
visceral sensation (Craig, 2002, 2009), which
can be used to guide decisions (Naqvi &
Bechara, 2009; Xue, Lu, Levin, & Bechara,
2010).

Putting together, there is a close relationship
among decision-making, emotion, and auto-
nomic responses. Nevertheless, the majority of
the recent fMRI studies, mostly guided by
economic models, have largely overlooked the
important role of emotion and autonomic re-
sponses in decision making and, thus, neglected
the need of integrating psychophysiological
measurements in fMRI studies. Psychophysio-
logical measurements can be used not only to
quantify the emotional response associated with
decision making but are also important tools for
researchers to examine the body–brain interac-
tion in the process of decision making. The
missing psychophysiological assessments in
the fMRI studies of decision making limited the
interpretation of the data. For instance, it is
difficult to determine whether the vMPFC re-
sponse reflects only the evaluation process itself
or also the autonomic responses accompanied
with the decision. Therefore, integrating fMRI
with psychophysiological measurements in the
study of decision making will provide research-
ers a more comprehensive understanding about
the neural mechanism that underlies decision
making.

Challenges in Integrating fMRI With
Psychophysiological Measurements

Despite the obvious benefits and necessities
in integrating fMRI with psychophysiological
measurements in the study of decision making,
there are a number of technical and experimen-
tal challenges that have restrained the develop-
ment in this field. The most common problem
would be the availability of MRI-compatible
psychophysiology equipment. Nowadays, the
most typical psychophysiological measure-
ments are SCR, heart rate (HR), and respiration.
There are also some more sophisticated but
more noise sensitive measurements, such as
electroencephalogram (EEG), electromyogram
(EMG), and muscle sympathetic nerve activity
(MSNA), which pose further technical chal-
lenges in the MRI environment, and we do not
discuss them in detail here. SCR is an indirect
measure of the activity of the sympathetic ner-
vous system, which innervates the eccrine sweat
gland and controls the secretion of sweat. The
conductivity of skin changes according to the
amount of sweat secretion. Through applying a
small constant current between two surface
electrodes attached to participants’ fingers, the
skin conductivity and hence the sympathetic
nerve activity can be estimated (Boucsein,
1992). Inside the MRI environment, however,
electrophysiological signals like SCR are often
contaminated by the artifacts introduced by (a)
the magnetic induction, which is due to the
movement of the conductive cables and elec-
trodes attached to the participant’s body; (b) the
rapid switching of the MR gradient during the
scanning; and (c) the radio frequency (RF) emit-
ted by the RF coil (Abacherli et al., 2005).

Similar artifacts have been observed in elec-
trocardiogram (ECG), a common technique in
clinical HR monitoring. ECG traces the poten-
tial change over the heart generated at the sino-
arterial (SA) and atrioventricular (AV) nodes.
In addition to the artifacts introduced by mag-
netic induction and RF pulses, the cardioballis-
tic effects caused by the mechanical movement
of the heart and the flow of blood inside the
magnetic field further contaminated the ECG
signal. It is more important to note that in both
SCR and ECG measurements, the induced cur-
rent at the conductive cables and electrodes may
build up significant amount of heat and pose
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potential hazards to the participants (Kugel et
al., 2003).

Recently, MRI-compatible psychophysiolog-
ical equipment is available commercially from
different manufacturers. These MRI-compatible
systems usually include a built-in real-time fil-
ter to suppress MRI-related artifacts, and they
are made of MRI-compatible materials to min-
imize the potential hazards to the participants
when they are used according to the instruc-
tions. Still, it is common to find artifacts in the
acquired data from these systems, which re-
quired further preprocessing before statistical
analysis. In the following section, we discuss
the use of these MRI-compatible systems and
the postacquisition “de-noising.” We aim to
provide some practical guidelines for research-
ers who are new to the field and are interested in
integrating fMRI with physiological measure-
ments. After that, we discuss the compromises
and recommendation in the experimental design
and data-analysis approaches for decision stud-
ies. At the end, the safety issue and other logis-
tic considerations in integrating fMRI with
psychophysiological measurements will be
discussed.

Measuring SCR During fMRI Experiment

Among various psychophysiological mea-
surements, SCR and HR are the most common
measurements used in decision-making experi-
ments outside of the scanner. SCR and HR
responses are usually observed during the deci-
sion and feedback stages. The setup and analy-
ses of these measurements are relatively
straightforward, which partly explains their
popularity in decision research. Inside the MRI
scanner, although both SCR and ECG were
subject to MRI-induced artifacts, the denoising
process of SCR signals is much simpler than
ECG. Indeed, SCR signals have relatively long
latencies whereas MRI-induced artifacts are
usually within a much higher frequency range.
Therefore, a low-pass filter is sufficient to sep-
arate the SCR signals from the MRI artifacts.
SCR can be recorded from a pair of nonmag-
netic electrodes applied to the fingers or foot of
the participants. The key to getting clean SCR
data is to minimize the movement artifacts in-
troduced by body movement, which may move
the measurement electrodes and cables. After
removing the MRI artifacts with a low-pass

filter, SCR signals can be analyzed with the
same approach as regular SCR studies outside
of the scanner. The details of SCR analysis have
been documented in detail by Boucsein (1992).
Bach, Flandin, Friston, and Dolan (2009) have
recently proposed use of a linear convolution
model to separate the overlapping SCR in ex-
periments with rapid event-related design. As
we discuss in the later section that the event-
related design is more suitable and frequently
adopted in decision research, the linear convo-
lution model-analysis approach would hence
greatly improve the flexibility in the experimen-
tal design of future decision studies with SCR
measurements.

Measuring HR During fMRI Experiments

In this section, we focus the discussion on the
acquisition and analysis of HR data as they
pose unique challenges in fMRI studies. How-
ever the same rationale and similar approaches
should be applicable to other psychophysiolog-
ical measurements inside of the MRI scanner.

One of the major advantages of HR measure-
ment is that HR is modulated by both the sym-
pathetic and parasympathetic nervous systems.
In the contrary, SCR reflects only the response
of the sympathetic nervous system as there is no
parasympathetic innervation at the sweat gland.
Although the sympathetic and parasympathetic
nervous systems often work in antagonistic
fashion, there are occasions that parasympa-
thetic nerve activity is altered while sympa-
thetic nerve activity remains unchanged (Mark,
Victor, Nerhed, & Wallin, 1985; Wong et al.,
2007). Therefore, obtaining SCR and HR mea-
surements at the same time will provide empir-
ical information about the differential responses
and interaction between the sympathetic and
parasympathetic nervous systems during deci-
sion making. The two common approaches in
obtaining HR information are through ECG and
pulse oximetry. Each of them has unique advan-
tages over the other. We describe and compare
the two techniques in the following paragraphs.

ECG is a widely used technique in acquiring
HR information in both clinical and research
settings. Because of its exceptional high tempo-
ral resolution, ECG provides very precise beat-
by-beat HR information, which is particularly
important in the analysis of heart rate variability
(HRV). The common configuration of research
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setting ECG is a standard three leads measure-
ment following the Einthoven’s triangle. How-
ever, inside the MRI scanner, the length of
conductive cables should be minimized to avoid
magnetic induction. The three ECG electrodes
therefore should be placed in proximity to the
heart on the left side of the chest. Two common
electrode configurations for fMRI ECG are (a)
placing two electrodes diagonally across the left
nipple (i.e., one on the sternum and the other on
the lower left of the ribcage) and the ground
electrode on the low end of the sternum and (b)
placing two electrodes at about 5 cm vertically
above and below the left nipple and the ground
electrode at the middle of the sternum (Gray,
Rylander, Harrison, Wallin, & Critchley, 2009).
Carbon fiber electrodes and cables are recom-
mended because of its nonmagnetic nature.
Beat-by-beat HR can be determined from the
interval of successive peaks of the R-wave.
Nevertheless, artifacts introduced by magnetic
induction and RF pulses can severely obstruct
the detection the R-peak from the ECG trace.
Shielded ECG sensor and built-in adaptive real-
time filter may suppress some of the artifacts
(Abacherli et al., 2005). To minimize the induc-
tion caused by motion inside the magnetic field,
participants should be encouraged to keep not
only their head still but also their whole body as
still as possible throughout the scanning. The
conductive cables should be minimized in
length, fastened with tape, and should never go
in loops. Postacquisition denoising may be re-
quired if R-peaks are indistinguishable in the
ECG trace. Fast Fourier transform (FFT) can be
performed to identify the recurring artifact fre-
quencies that can then be attenuated with band-
stop filters. To have a precise estimation of the
frequency spectrum and filtering of the artifacts,
data should be sampled at a much higher sam-
pling rate (i.e., 4,000 Hz) than regular psycho-
physiological studies. More complex denoising
approaches have been proposed and discussed
in more details in previous reports (Abacherli et
al., 2005; Gray, Minati, et al., 2009; Odille et
al., 2007). The denoised ECG trace can then be
analyzed with peak detection algorithm to de-
termine the beat-by-beat HR. Visual inspection
of proper peak detection is highly recom-
mended to identify any misclassification of
peaks due to residual artifacts or signal distor-
tion introduced in the denoising process.

An alternative approach for measuring HR
inside the MRI environment is through pulse
oximetry. Pulse oximeter applies a beam of red
and infrared light on one side of a finger and
measures the amount of light penetrated and
received on the other side. The amount of light
that can penetrate the finger varies according to
the blood oxygenation and blood volume in the
arteries. The pulsation of the arteries inside
the finger generates a pulsatile waveform on the
pulse oximetry, which can be used to deter-
mine the beat-by-beat HR. Because the acqui-
sition and transmission of the pulse oximetry
signal can be conducted by optical fiber, the
pulse oximetry signal does not suffer from any
interference from the MRI scanning. Pulse
oximetry is therefore a safe and convenient
alternative to ECG. Relative to ECG, how-
ever, HR determined from pulse oximetry is
less precise because of the sluggishness of the
pulse waveform and the latency of the blood
pressure waveform that travels from the heart
to the finger. Indistinguishable waveform may
be obtained under the circumstance of hypo-
perfusion caused by vasoconstriction. Exten-
sive movement can also distort the light sig-
nal obtained from the receiver. To improve
the quality of the measurement, it is important
to ensure that participants have good blood
supply to their fingers. Especially inside the
chilly scanner room, experimenters may con-
sider to cover the participants with a blanket
to minimize heat loss and reduce vasocon-
striction. Other than the finger, pulse oxime-
try can be obtained from the toe or earlobe so
that participants can spare their fingers for
button pressing while performing decision
tasks. Previous studies have demonstrated
that HRV determined from pulse oximetry
and ECG is highly correlated (Giardino, Leh-
rer, & Edelberg, 2002; Selvaraj, Jaryal, San-
thosh, Deepak, & Anand, 2008). Thus, pulse
oximetry is regarded as an acceptable alter-
native when clean ECG trace could not be
obtained.

Measuring Respiration During fMRI
Experiments

Besides SCR and HR, we suggest that
respiration should be monitored with MRI-
compatible respitrace, which measures the re-
spiratory pattern of the participants throughout
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the experiment. Respiratory patterns change
when individuals are engaging in emotional and
cognitive processes, which are key components
that influence the overall process of decision
making. Furthermore, beat-by-beat HR is
modulated by respiratory patterns through the
respiratory sinus arrhythmia. The outflow of
parasympathetic nerve activity to the heart is
blocked during inspiration. Because parasympa-
thetic nerve activity suppresses HR, blocking
parasympathetic outflow to the heart would re-
sult in tachycardia. Respiratory patterns can be
easily monitored with MRI-compatible respi-
trace, which is basically an elastic band placed
around the chest. The change of the chest cavity
size reflects the pattern of inspiration and expi-
ration. Although more sophisticated and precise
approaches, like spirometer with a facemask,
can be used to record airflow and gas exchange
volume, the apparatus may cause discomfort to
the participants and increase their anxiety lev-
els. At the beginning of data collection, respi-
trace reading can be calibrated to a relative
percentage scale based on the maximum inhale
and exhale magnitude of a particular partici-
pant. Previous reports have suggested that re-
spiratory patterns may cause task independent
BOLD signal change (Birn et al., 2010; Chang,
Cunningham, & Glover, 2009; Glover, Li, &
Ress, 2000). The measured respiration patterns
can be used not only to examine the task-
dependent physiological change but also to im-
prove the accuracy in separating task-related
BOLD signal change from the BOLD response
due to nonneuronal physiological noise (Birn,
Murphy, Handwerker, & Bandettini, 2009). A
more detailed analysis approach will be dis-
cussed in the next section.

Relative to general psychophysiological ex-
periments, participants may have a higher level
of anxiety during an fMRI experiment due to
the unusual environment and the tight space
inside the MRI bore. The real-time resting HR
may serve as an index of anxiety level. Partic-
ipants may have an elevated baseline HR at the
beginning of the experiment due to a higher
anxiety level. When it is close to the end of the
experiment, participants may become more fa-
miliar with the environment and the experimen-
tal task, their anxiety level and baseline HR may
be significantly lower than at the beginning of
the experiment. These task independent changes
of anxiety and physiological arousal levels pres-

ent challenges in the interpretation of data. So
we recommend having the participants to walk
around the scanner room and get familiar with
the environment before the experiment. At the
beginning of the experiment, first-time fMRI
participants may be given a short practice scan
(e.g., �5 min) so that they can get familiar with
the experimental task and the scanner noise.
Experimenters may also advise the participants
to pace their breathing for a few minutes or put
on some soothing music to ease the anxiety
level of the participants as long as these manip-
ulations are done consistently across partici-
pants and do not have direct influence on the
experimental task. At the same time, there
should be sufficient time (�10 min) for the
electrodes and electrolytes to be stabilized on
the skin. A 5-min baseline resting measurement
before the actual scan would provide an index
of the intrinsic arousal level of the participants.
Experimenters may also consider having the
anatomical scan prior to the functional scans
and increasing the number of dummy scans at
the beginning of each session. The participants
would then have sufficient time to settle down
and prepare for the functional scans. As men-
tioned earlier, it is important to maintain a
steady body temperature of the participants as it
can also minimize the effect of changes in body
temperature on the autonomic arousal level.

Experimental Design and Data Analysis

The two major experimental designs for
fMRI studies are the block and event-related
design. The block design groups trials of the
same conditions into blocks and alternates
blocks of different conditions throughout the
experiment. For event-related design, experi-
ment trials of different conditions are mixed
together and presented in a pseudorandomized
or balanced fashion (Dale & Buckner, 1997;
Friston et al., 1998; Josephs, Turner, & Friston,
1997). In general, event-related design is more
suitable for decision research as it has the flex-
ibility to categorize trials based on the decisions
of the participants and the outcomes. However,
the caveat for event-related design is that the
measured BOLD response is not as robust as in
block design. In traditional psychophysiological
study, whatever it is a block or event-related
design experiment, there is an extended inter-
condition interval so that there would be
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sufficient time to separate the physiological re-
sponses of the preceding and subsequent block
or event. In fMRI studies, the early event-
related design experiment had similar extended
interstimulus interval (ISI), but it has been grad-
ually replaced with rapid event-related design to
improve the design efficiency. The rapid event-
related design takes advantage of the linearity of
BOLD signal so that trials can be presented with
much shorter ISI (i.e., �1 s–2 s). Jittering is
usually introduced to increase the estimation
efficiency and to reduce anticipatory effect. The
overlapping BOLD signal from different trials
is separated with a general linear model. A
similar approach has been proposed for analyz-
ing SCR data based on the linearity assumption
of SCR data (Bach, Flandin, Friston, & Dolan,
2009). We expect that the same approach can be
applied to analyze other psychophysiological
data as long as the assumption of linearity is
satisfied. By adopting a rapid event-related de-
sign approach, we can further separate the neu-
ral and psychophysiological response involved
in the decision stage and the feedback stage
(Xue et al., 2010).

Psychophysiological responses have to be
quantified before they can be integrated in the
analysis of fMRI data. One of the common
approaches to quantify the magnitude of phys-
iological responses is to compute the difference
between the peak and the baseline measure-
ments. An alternative is to compute the area
under curve, which considers both the height
and width of the response. To address the issue
of intrinsic arousal difference across partici-
pants, physiological response can be normalized
to the overall mean or median and presented in
terms of percentage of signal change. The esti-
mated physiological responses can be then com-
pared across conditions and provide empirical
evidence for the distinct physiological mecha-
nisms underlying different conditions. In addi-
tion, the magnitude of the physiological re-
sponses can be included in the fMRI analysis as
parametric modulators to improve the goodness
of fit and to minimize the residual error in the
proposed model. On the other hand, the psycho-
physiological data can be used to categorize
experiment trials into different conditions based
on each participant’s physiological responses.
Whatever approach is adopted, it is important to
synchronize the acquisition of the fMRI and
psychophysiological data. Triggers (e.g., a TTL

pulse) from both the scanner and the computer
that present experimental stimuli can be logged
simultaneously on the psychophysiology data.
The recorded triggers can then be used to esti-
mate the onset of each trial precisely. This is
especially important in the decision studies that
adopt the event-related design. Because each
trial lasts for a very brief period of time (e.g., 5
s–10 s), thus a precise estimation of trial onset
ensures accurate quantification of the response
magnitude.

Some of the previous studies have pointed
out that variation in HR and respiration pattern
would cause task independent nonneuronal
BOLD changes (Birn et al., 2009; Chang et al.,
2009; Glover et al., 2000). It is not uncommon
that psychophysiological data are included as
covariates of no interest in the fMRI analysis
and the contribution of task-related physiologi-
cal change was disregarded. On the contrary, we
suggest dividing the BOLD signal into two
components: (a) BOLD signal change due to
task-related physiological responses and (b)
BOLD signal change due to task-independent
nonneuronal physiological change. As men-
tioned before, task-related physiological change
can be characterized by using a general linear
model. The residual error in the physiological
data can be included in the fMRI analysis as
covariates of no interest while the magnitude of
the physiological change can be included as
parametric modulators.

Other Considerations

When psychophysiological measurements
are included in fMRI studies, the safety of using
the psychophysiological equipment inside the
MRI environment should be put in the highest
priority. Improper use of physiological mea-
surement equipment inside the scanner may
cause severe consequences to the participants
(Kugel et al., 2003). The major potential haz-
ards are the force induced on the metallic
components of the measuring devices and the
voltage induced on the measuring cables and
electrodes under the strong magnetic field of the
scanner. Gray, Minati, and colleagues (2009)
have discussed extensively the safety issue in
integrating psychophysiological measurements
inside the MRI environment for general fMRI
studies, which is also applicable to decision-
making fMRI experiments. If MRI compatible
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equipment could not be obtained, researchers
can consider having a parallel psychophysiolog-
ical recording session outside the scanner.

Besides, there are some logistic consider-
ations for having psychophysiological measure-
ment during fMRI studies. For instance, the
setup and calibration of psychophysiological
measurements require additional time and man-
power in running the experiments. Depending
on the number of measurements and the hard-
ware configuration at specific location, the setup
time for psychophysiological measurements can
range from an extra 15–30 min. Ideally, exper-
imenters should schedule the experiments at the
same time of the day for each subject because
the level of autonomic arousal changes accord-
ing to the circadian rhythm. If possible, exper-
imenters should also control the alcohol and
caffeine intake of the subjects before the exper-
iment as these stimulants would affect the au-
tonomic arousal of the subjects.

In summary, this article discussed the ratio-
nale and some technical and experimental
challenges in integrating fMRI with psycho-
physiological measurements in decision
research. Autonomic responses have an indis-
pensible role in decision making. Psychophysi-
ological data supplement fMRI findings in pro-
viding a more comprehensive understanding
about the physiological and neural mechanisms
of decision process. The interference of the MR
environment on the psychophysiological mea-
surement is the major technical challenge in the
field. Also, there is safety concern in having ad-
ditional psychophysiological measurements
equipment inside the MR environment. Some
remedies are available and discussed in this arti-
cle. The availability of more efficient denoizing
algorithms and commercialized MRI-compatible
systems would accelerate the future development
in integrating the two techniques in the study of
decision making.
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