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Abstract: Human decision-making involving independent events is often biased and affected by prior
outcomes. Using a controlled task that allows us to manipulate prior outcomes, the present study
examined the effect of prior outcomes on subsequent decisions in a group of young adults. We found
that participants were more risk-seeking after losing a gamble (riskloss) than after winning a gamble
(riskwin), a pattern resembling the gambler’s fallacy. Functional MRI data revealed that decisions after
riskloss were associated with increased activation in the frontoparietal network, but decreased activa-
tion in the caudate and ventral striatum. The increased risk-seeking behavior after a loss showed a
trend of positive correlation with activation in the frontoparietal network and the left lateral orbitofron-
tal cortex but a trend of negative correlation with activation in the amgydala and caudate. In addition,
there was a trend of positive correlation between feedback-related activation in the left lateral frontal
cortex and subsequent increased risk-seeking behavior. These results suggest that a strong cognitive
control mechanism but a weak affective decision-making and reinforcement learning mechanism that
usually contribute to flexible, goal-directed decisions can lead to decision biases involving random
events. This has significant implications for our understanding of the gambler’s fallacy and human de-
cision making under risk. Hum Brain Mapp 32:271-281, 2011.  © 2010 Wiley-Liss, Inc.
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INTRODUCTION

A fundamental issue in decision neuroscience is how
risky decision making varies as a function of prior out-
comes. A greater tendency to make a risky choice follow-
ing a loss than following a gain underlies some important
phenomena such as the gambler’s fallacy. First described
by Laplace [Laplace, 1820], the gambler’s fallacy is the
mistaken propensity to perceive independent events as
negatively dependent, such that the next independent out-
come should be different from the previous ones. The
gambler’s fallacy has been revealed in many daily-life
decisions, such as stock market trading [Odean, 1998] and
gambling [Croson and Sundali, 2005]. Furthermore, the
gambler’s fallacy may contribute to certain clinical phe-
nomena such as pathological gambling, which could
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explain why a gambler persists in gambling in the face of
mounting losses, believing that their “luck” would change
after a streak of losses [Sharpe and Tarrier, 1993].

In this study we used neuroimaging techniques in con-
junction with a controlled risky decision making task to
simulate the behavioral and neurological reactions to wins
and losses in the gambler’s fallacy. Studies of patients
with brain lesions have suggested that impaired mecha-
nisms of affective decision-making are responsible for the
types of risky behaviors underlying the gambler’s fallacy.
Specifically, Shiv et al. have shown that in an investment
game, where gains and losses were determined by a coin
toss, healthy controls and brain-damaged control patients
(i.e., patients with brain damage outside the ventromedial
prefrontal cortex) showed a tendency to quit after losses.
In contrast, patients with brain lesions that included the
mesial orbitofrontal cortex (OFC)/ventromedial prefrontal
cortex (and also patients with damage to other compo-
nents of the neural circuitry that is critical for processing
emotions, such as the insular cortex and amygdala),
showed persistence and an increase in risky behavior after
a series of losses [Shiv et al., 2005].

Similarly, in the Iowa gambling task (IGT) that simulates
daily-life decision-making [Bechara et al., 1994], healthy
participants gradually shift to advantageous decks by (im-
plicitly) developing predictive somatic responses to disad-
vantageous decks, whereas patients with focal brain
damages in the ventromedial PFC are impaired in this
affective decision capacity, and keep choosing the disad-
vantageous decks after severe losses [Bechara et al., 1995,
1996, 1999, 2000b, 2003]. More specifically, when these
patients are asked to declare what they know about what
is going on in the IGT, most of them demonstrate a con-
ceptual knowledge of the contingencies, and they know
which ones are the bad decks [Bechara et al.,, 1997]. Yet
when they are asked to choose again from the different
decks, most often these patients return to the disadvanta-
geous decks [Bechara et al., 1997]. When the patients were
confronted with the question: “Why are you selecting the
decks that you have just told me were bad decks?” the
most frequent answer has been “I thought that my luck is
going to change” (unpublished clinical observations). To-
gether, the many pieces of evidence, combined with the
clinical observations, suggest that phenomena related to
the gambler’s fallacy seem most prominent in cases where
there is evidence of impaired affective decision making
involving the mesial OFC/ventromedial prefrontal cortex,
and the amygdala.

Psychological studies of the gambler’s fallacy have pri-
marily viewed it as a cognitive bias produced by a psycho-
logical heuristic called the representativeness heuristic.
According to this heuristic, people believe short sequences
of random events should be representative of longer ones
(i.e., law of small numbers) [Rabin, 2002]. Others argue
that the gambler’s fallacy might stem from the tendency to
take a gestalt approach to understand independent events
[Roney and Trick, 2003]. The latter view echoes the neuroi-

maging data that show that the human prefrontal cortex is
capable of perceiving patterns in random series, even
when these patterns do not actually exist [Huettel et al,,
2002; Ivry and Knight, 2002].

The present functional imaging study aimed at testing
the hypothesis that the gambler’s fallacy is associated with
weak activations in the affective decision making system,
and ensuing strong activations in the lateral prefrontal
areas, which are more involved in cognitive control. To
test these hypotheses, we employed functional magnetic
resonance imaging (fMRI) and a simple gambling task to
examine how prior outcomes (gain vs. loss) affect subse-
quent risky decisions and the wunderlying neural
mechanisms.

MATERIALS AND METHODS
Subjects

Fourteen healthy adults participated in this study (seven
males and seven females, mean = 23.8 years of age, rang-
ing from 22 to 29). All subjects had normal or corrected-to-
normal vision. They were free of neurological or psychiat-
ric history and gave informed consent to the experimental
procedure, which was approved by the University of
Southern California Institutional Review Board.

The Modified Cups Task

Figure 1A depicts the Modified Cups Task [Levin et al,,
2007] and the experimental design. In each gamble, a num-
ber of cups (ranging from 3 to 11) were presented on the
computer screen, with the first cup containing a large gain
(ranging from $4 to $8) and all the rest containing a small
loss (—$1). The probability (as determined by the number
of cups) and magnitude of the gain were independently
manipulated such that some combinations create fair gam-
bles (FG), that is, the expected value (EV) of the gamble
equals zero (e.g., $5 gain in one cup and $1 loss in the
other five cups). Some combinations are slightly risk-ad-
vantageous (RA), meaning that the EV is larger than zero
(e.g., $5 gain in one cup and $1 loss in the other three
cups). Some combinations are slightly risk-disadvanta-
geous (RD), meaning that the EV is smaller than zero (e.g.,
$5 gain in one cup and $1 loss in the other six cups). Par-
ticipants were simply asked to play a series of gambles.
For each gamble, they could choose to gamble or not to
gamble. If they took a gamble, the computer would ran-
domly choose one cup and determine whether they won
or lost (see an exception below, which was unknown to
the subjects). If they chose to pass on a gamble, they
would win or lose nothing.
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The Experimental Conditions and Design

The primary goal of this study was to examine whether
winning or losing a gamble would change participants’
subsequent risky decisions. Rather than arranging the tri-
als randomly and then categorizing them post hoc based
on participants’ choices and outcomes, the present study
used a different approach to enable better control of the
prior outcomes, and to minimize the requirement for post
hoc matching. To do this, we included two types of trials
in this experiment: exposure trials and probe (test) trials
(Fig. 1B). The exposure trials included one of three possi-
bilities: risk and win (Riskwin), risk and lose (Riskloss), or
no risk (Norisk), depending on participants” choices and
outcomes. Immediately following each exposure trial, a
probe trial was presented. Our previous study has shown
that participants (irrespective of their risk preference)
would make a risky choice on most of the RA trials and
seldom risk on the RD trials, whereas the risk rate on the
FG trials varied significantly across participants [Xue et al.,
2009]. Accordingly, the FG trials were used as probe trials
to provide a sensitive measure of the prior outcome effect.
RA and RD trials were used as exposure trials. For the
purpose of the present study, half of the RA trials (where
participants were most likely to gamble) were predeter-
mined as win trials and the other half as loss trials, if par-
ticipants chose to gamble. For all other trials, the computer
would randomly choose one cup and determine whether
they won or lost (it should be noted that although our
manipulation slightly increased the probability of win for
the RA trials, this did not significantly change the overall
probability of a win. Postexperiment debriefing indicated
that participants did not notice this manipulation, nor did
they change their gambling strategies accordingly). The FG
trials followed different types of exposure trials and were
strictly matched in several decision parameters, including
expected value, risk (defined as reward variance), reward
probability, and reward amplitude. Thus any behavioral
and neural differences observed in these trials could only
be attributed to the prior outcome manipulation. Since the
structure of the exposure trials and the probe trials was
identical and participants were simply told to decide
whether or not to take each gamble, participants were not
aware of the differences between the two types of trials,
nor were they aware of the purpose of the study. Partici-
pants were told in advance that their final payoff would
be randomly chosen (by flipping a coin) from one of the
two fMRI runs, which was to avoid the wealth effect, i.e.,
participants’ decisions are affected by how much they
have earned through the course of the experiment.

MRI Procedure

Participants lay supine on the scanner bed, and viewed
visual stimuli back-projected onto a screen through a mir-
ror attached onto the head coil. Foam pads were used to
minimize head motion. Stimulus presentation and timing

of all stimuli and response events were achieved using
Matlab (Mathworks) and Psychtoolbox (www.psychtool
box.org) on an IBM-compatible PC. Participants” responses
were collected online using an MRI-compatible button
box. An event-related design was used in this fMRI study.
To separate the neural responses associated with the deci-
sion from those associated with feedback processing, each
trial was divided into three stages: decision, response and
postdecision, and feedback (Fig. 1A). Random jitters were
added between each stage and the sequence was opti-
mized for design efficiency [Dale, 1999] using an in-house
program. At the decision stage, a gamble was presented
on the screen and participants were asked to contemplate
the gamble without committing to any button response.
After a varied period of delay (mean 3 s, ranging from 1.5
to 5 s), the response cue (“yes” and “no” on each side)
was shown on the screen and participants were to indicate
their choice by pressing a button within 3 s, otherwise
they would lose $1. The spatial position of the response
cue varied from trial to trial so that participants were not
able to predict its position and plan any motor response at
the decision stage. After the response and some delay
(mean 4 s, ranging from 2.5 to 6 s), a 0.5-s feedback was
presented to inform participants of the outcome. The next
trial would begin after a jittered delay (mean 2.5 s, ranging
from 1 to 4 s). In total, each run included 72 trials and
lasted 12 min. Participants finished two runs of the gam-
bling game.

MRI Data Acquisition

fMRI imaging was conducted in a 3 T Siemens MAGNE-
TOM Tim/Trio scanner in the Dana and David Dornsife
Cognitive Neuroscience Imaging Center at the University
of Southern California. Functional scanning used a z-shim
gradient echo EPI sequence with PACE (prospective acqui-
sition correction). This specific sequence is dedicated to
reduce signal loss in the prefrontal and orbitofrontal areas.
The PACE option can help to reduce the impact of head
motion during data acquisition. The parameters are: TR =
2,000 ms; TE = 25 ms; flip angle = 90°; 64 x 64 matrix
size with resolution 3 x 3 mm? Thirty-one 3.5-mm axial
slices were used to cover the whole cerebral cortex and
most of the cerebellum with no gap. The slices were tilted
about 30° clockwise along the AC-PC plane to obtain bet-
ter signals in the orbitofrontal cortex. The anatomical T1-
weighted structural scan was done using an MPRAGE
sequence (TI = 800 ms; TR = 2,530 ms; TE = 3.1 ms; flip
angle 10°; 208 sagittal slices; 256 x 256 matrix size with
spatial resolution as 1 x 1 x 1 mm?).

Image Preprocessing and Statistical Analysis

Image preprocessing and statistical analysis were carried
out using FEAT (FMRI Expert Analysis Tool) version 5.98,
part of the FSL package (FMRIB software library, version
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4.1, www.fmrib.ox.ac.uk/fsl). The first four volumes before
the task were automatically discarded by the scanner to
allow for T1 equilibrium. The remaining images were then
realigned to compensate for small residual head move-
ments that were not captured by the PACE sequence [Jen-
kinson and Smith, 2001]. Translational movement
parameters never exceeded 1 voxel in any direction for
any subject or session. All images were denoised using
MELODIC independent components analysis within FSL
[Tohka et al., 2008]. Data were spatially smoothed using a
5-mm full-width-half-maximum (FWHM) Gaussian kernel.
The data were filtered in the temporal domain using a
nonlinear high pass filter with a 100-s cut-off. A three-step
registration procedure was used whereby EPI images were
first registered to the matched-bandwidth high-resolution
scan, then to the MPRAGE structural image, and finally
into standard (MNI) space, using affine transformations
[Jenkinson and Smith, 2001]. Registration from MPRAGE
structural image to standard space was further refined
using FNIRT nonlinear registration [Andersson et al.,
2007a,b]. Statistical analyses were performed in the native
image space, with the statistical maps normalized to the
standard space prior to higher-level analysis.

The data were modeled at the first level using a general
linear model within FSL’s FILM module. The following six
trial types were modeled: three contextual trial types
(Riskwin, Riskloss, and Norisk) and their respective fol-
low-up probe trials. Each trial was modeled as three dis-
tinct events, corresponding to the different stages of the
trial: decision, response/post-decision, and feedback. The
event onsets were convolved with canonical hemodynamic
response function (HRF, double-gamma) to generate the
regressors used in the GLM. Temporal derivatives were
included as covariates of no interest to improve statistical
sensitivity. Null events were not explicitly modeled, and
therefore constituted an implicit baseline. In this article,

we were particularly interested in BOLD responses associ-
ated with decision making after Riskwin and Riskloss. No
significant result was found at the response stage for the
probe trials.

A higher-level analysis created cross-run contrasts for
each subject for a set of contrast images using a fixed
effect model. These were then input into a random-effect
model for group analysis using ordinary least squares
(OLS) simple mixed effect with automatic outlier detection
[Woolrich, 2008]. Group images were thresholded using
cluster detection statistics, with a height threshold of z >
2.3 and a cluster probability of P < 0.05, corrected for
whole-brain multiple comparisons using Gaussian Ran-
dom Field Theory (GRFT).

To explore the relationship between neural activities
and behavioral decision biases across participants, we con-
ducted voxelwise correlation between the neural changes
when making a decision after riskloss compared to that af-
ter riskwin and the behavioral decision bias. A relatively
liberal threshold (P < 0.001, uncorrected) was used for this
analysis to show some interesting, although preliminary,
trends of behavior-brain relationship.

Region-of-Interest (ROI) Analyses

To qualitatively show the activation differences across
conditions, nonindependent ROIs were created from clus-
ters of voxels with significant activation in the voxelwise
analyses. Using these regions of interest, ROI analyses
were performed by extracting parameter estimates (betas)
of each event type from the fitted model and averaging
across all voxels in the cluster for each subject. Percent sig-
nal changes were calculated using the following formula:
[contrast image/(mean of run)] x ppheight x100%, where
ppheight is the peak height of the hemodynamic response
versus the baseline level of activity [Mumford, 2007].

Figure 1.

The (A) structure of the modified cup task and (B) the experi-
mental design. In each gamble, a number of cups were presented
with the first one containing a large gain and all the others con-
taining a small loss. At the decision stage, participants were
shown the gamble and were asked to contemplate the gamble
and make a decision of whether or not to take the gamble,
without indicating any button response. After a varied period of
delay, the response cue (“yes” and “no” on each side) was
shown on the screen and participants were asked to indicate a
button press. After the response, a 0.5-s feedback was pre-

sented after some delay to inform participants of the outcome.
The next trial would begin after a jittered delay. Depending on
the combination of the reward amplitude and probability (deter-
mined by the number of cups), the gamble could be a fair gam-
ble (FG), risk advantageous (RA) or risk disadvantageous (RD)
(See Methods). The RA and RD trials were used as the expo-
sure trials, each followed by a FG trial serving as the probe trial
to examine the effect of prior outcome on subsequent deci-
sions. The present study thus focused on the riskwin and ris-
kloss trials and the probe trials that followed them.

Figure 2.

Fronto-parietal network and behavioral decision bias. The left in-
ferior frontal gyrus (IIFG) and the right supramarginal gyrus
(rSMG) showed significantly stronger activation while making a
decision after losing a gamble than after winning a gamble. The
results are overlain on the (A) sagittal and (C) coronal slice of
the group mean structural image. All activations were thresh-
olded using cluster detection statistics, with a height threshold

of z > 2.3 and a cluster probability of P < 0.05, corrected for
whole-brain multiple comparisons. B and D show the plots of
percentage signal change for each ROI defined around the local
maxima (see Methods). Error bars denote within-subject error.
Please note that the ROIs were nonindependent and the abso-
lute value should be treated cautiously.
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Behavioral Data Analysis

Following Shiv et al. [2005], a lagged logistic regression
analysis was conducted to examine the effect of prior out-
come (gain vs. loss) on the subsequent decision. In this
analysis, we again focused on the probe trials following ei-
ther a gain or a loss. The dependent variable in this analy-
sis was whether the decision was to gamble (coded as 1)
or not (coded as 0). The independent variables were prior
outcomes (coded as 1 if subjects won the previous gamble,
and 0 if they lost the previous gamble), and participant-
specific dummies (e.g.,, Dummy 1, coded as 1 for Partici-
pant 1, 0 otherwise; Dummy 2, coded as 1 for Participant
2, 0 otherwise, and so on).

In addition, to quantify the gambler’s fallacy at the level
of the individual participant, the gambler’s fallacy bias
was calculated by subtracting the risk rate after riskwin
from that after riskloss, which was then correlated with
the imaging data. The risk rate for trials following a norisk
trial was not considered.

RESULTS

Risky Behaviors Were Modulated by Prior
Outcomes

The lagged regression analysis revealed that there was a
significant effect of prior outcome (x*(1) = 4.943, P < 0.03),
indicating that participants made significantly more risky
choices after losses than after wins, a pattern resembling
the gambler’s fallacy. This is a very strong effect consider-
ing that it was acquired after a single win or loss, and the
gambler’s fallacy usually becomes stronger as the loss
streak increases [e.g., Ayton and Fischer, 2004].

Consistently, by comparing the risk rate of the probe tri-
als after riskwin and after riskloss, our data revealed par-
ticipants on average made significantly more risky choices
after losing the prior gamble than after winning it (36% vs.
29%, t(13) = 2.20, P < 0.05). Still, there were significant
individual differences: although the majority of subjects
showed a gambler’s fallacy pattern, a few subjects showed
an opposite pattern (gambler’s fallacy bias ranging from
—12% to 30%). This score was then correlated with the
brain data to explore the possible neural mechanisms
underlying this individual variation.

Imaging Results
The effect of prior outcome on subsequent decisions

When comparing the brain responses associated with
decisions after losing the previous gamble (i.e., riskloss) to
decisions after winning it (ie., riskwin), we found
increased activation in the right supramarginal gyrus
(peak MNI: 68, —30, 38, Z = 4.28) and the left inferior
frontal gyrus (IFG) which extended to the middle frontal
gyrus (MNIL: —50, 12, 32, Z = 4.08, P < 0.001, uncorrected)

(see Fig. 2). In contrast, the left caudate (MNI, —16, 22, 10;
Z = 3.86) and right NAcc (MNIL: 8, 22, —4, Z = 3.52)
showed increased activation when making decisions after
winning a gamble than after losing a gamble (Fig. 3A).

At a liberal threshold (P < 0.001, uncorrected), we found
that there were positive correlations between the behav-
ioral bias (Riskloss—Riskwin) and the neural response
increases in the left IFG/MFG (MNIL: —38, 38, 8, Z = 3.43),
the right SMG (MNL: 52, —40, 24, Z = 4.12) and the right
OFC (MNI: 32, 48, —8, Z = 4.17), indicating that partici-
pants who showed more fronto-parietal activations when
making decisions after riskloss, as compared to decisions
after riskwin, were more likely to exhibit the bias of mak-
ing more risky choices following a loss than following a
win. In contrast, participants showing more right amyg-
dala (MNI: 16, —4, —12, Z = 2.87) activation when making
decisions after riskloss than after riskwin were less likely
to show the loss-win or gambler’s fallacy. In addition, par-
ticipants showing more caudate activation (MNI: —12, 20,
2, Z = 3.10) when making decisions after riskwin than af-
ter riskloss exhibited a pattern that shifted away from the
gambler’s fallacy. These results, obtained with uncorrected
P-values, indicate important trends in the data for poten-
tial future investigation.

The reward and arousal system was
modulated by decision outcomes

To confirm that the prior outcome effect was driven by
different brain responses associated with prior outcomes
(win vs. loss), we contrasted the neural responses in the
feedback stage of riskwin and riskloss trials. Consistent
with other studies [Delgado et al., 2000; Kable and
Glimcher, 2007; O'Doherty et al., 2001; Rolls, 2000; Tom
et al., 2007; Xue et al., 2009], this analysis revealed signifi-
cant activations in the dopaminergic reward system,
including the ACC (MNI: 4, 8, 34, Z = 3.70) which
extended to the dorsal paracingualte cortex (MNI: 0, 18,
44, Z = 4.25), the right nucleus accumbens (NAcc: 10, 8,
—8, MNI: Z = 3.54), the posterior cingulate cortex (PCC)
which extended to the precuneus (MNI: —10, —56, —46, Z
= 4.57), and the midbrain (MNI: —4, —28, —20; Z = 4.02).
The left (MNI: —28, 22, —6, Z = 3.34) and right insula
(MNIL: 40, 26, —12, Z = 3.9) were also more active in the
feedback stage of riskwin trials than in riskloss trials (Fig.
4A,B), consistent with their roles in processing gains [Del-
gado et al., 2000; Elliott et al., 2000; Izuma et al., 2008].
Interestingly, stronger insular activation has also been
reported for near miss trials (when play icon stopped one
position from the payline), as compared to full miss trials
(where the play icon stopped more than one position from
the payline) in a simulated slot machine game [Clark
et al., 2009].

We further examined whether the neural response at the
feedback stage could predict subsequent decision making
across subjects. At an uncorrected threshold (P < 0.001),
we found that there was positive correlation between the
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The striatum and behavioral decision bias. (A) The left caudate
(Caud) and the right nucleus accumbens (NAcc) showed signifi-
cantly stronger activation when making a decision after Riskwin
than after Riskloss (Z > 2.3, whole-brain cluster-corrected at P
< 0.05 using Gaussian Random Field Theory), which are over-
lain on the coronal slice of the group mean structural image. B

feedback-related neural response difference (riskloss-risk-
win) and the subsequent behavioral bias (riskloss-riskwin)
in the left dorsal lateral prefrontal cortex (MNI: —44, 36,
20, Z = 3.97), which further confirms the role of the lateral
prefrontal cortex in the gambler’s fallacy.

DISCUSSION

Using a task that simulates risk-taking in real-life, the
present study demonstrated a behavioral phenomenon
resembling the gambler’s fallacy in this group of young
healthy participants: They made more risky choices after
losing a gamble (riskloss) than after winning a gamble
(riskwin). The behavioral results of the current study are
consistent with many previous reports that participants’
risky decisions in a series of independent gambles were
affected by previous outcomes [Ayton and Fischer, 2004;
Campbell-Meiklejohn et al., 2008; Clark et al., 2009; Croson
and Sundali, 2005; Gilovich et al., 1985; Laplace, 1820; Pau-
lus et al., 2003; Rabin, 2002].

Going further by examining whole-brain activity with
functional imaging, our study revealed that decisions after
riskloss were associated with increased activation in the
frontoparietal network, and a lack of activation in the ven-
tromedial prefrontal cortex and amygdala. In fact, there
was a trend that activation in the amgydala was negatively

and C show the plots of percentage signal change for the left
caudate and right NAcc ROI, respectively. Error bars denote
within-subject error. Please note that the ROIls were non-inde-
pendent and the absolute value should be treated cautiously.
[Color figure can be viewed in the online issue, which is avail-
able at wileyonlinelibrary.com.]

correlated with the gambler’s fallacy bias, whereas that in
the left dorsolateral frontal lobe was positively correlated
with the gambler’s fallacy. This suggests that the gam-
bler’s fallacy is a condition characterized by (1) more reli-
ance on the executive processes of the prefrontal cortex,
which are more dependent on the lateral regions of the
prefrontal cortex, and (2) less engagement of the mesial
prefrontal areas and amygdala that are essential for affec-
tive decision-making. The imaging results of our study
corroborate prior studies with lesion patients emphasizing
the role of affect and emotion in modulating decisions
based on previous outcomes [Bechara et al., 1995, 1996,
1999, 2000b, 2003; Shiv et al., 2005]. Specifically, patients
with brain lesions that included the mesial orbitofrontal
cortex (OFC)/ventromedial prefrontal cortex continued to
make risky choices after a series of losses [Shiv et al.,
2005]. The convergent evidence from functional brain
imaging studies and lesion patient studies adds to the cu-
mulative evidence arguing for a critical role for affect and
emotion in decision-making [Bechara and Damasio, 2005;
Loewenstein et al., 2001; Slovic et al., 2005].

The lateral frontal network has been implicated in cogni-
tive control mechanisms that support flexible, goal-
directed behaviors, e.g., “executive functions,” which
include conflict resolution [Barber and Carter, 2005; Bunge
et al., 2002; Derrfuss et al., 2004, 2005; Xue et al., 2008a,b],
reversal learning and inhibition of prepotent responses
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Figure 4.

Brain activation associated with Feedback processing. The dopa-
mingeric reward system and the insula were more active for
Riskwin than for Riskloss (See main text). Group data (thresh-
olded at Z > 2.3, whole-brain cluster-corrected at P < 0.05
using Gaussian Random Field Theory) are overlain on the (A)
saggital and (B) axial slices of the group mean structural image.

[Aron et al., 2003, 2004; Cools et al., 2002; Dias et al., 1996;
Rolls, 2000; Xue et al., 2008a,b], as well as working mem-
ory [Braver et al., 1997; D’Esposito et al., 2000; Smith and
Jonides, 1999]. In contrast, the mesial frontal network and
amygdala have been implicated in affective decision-mak-
ing. More importantly, other evidence has shown that the
relationship between these lateral and mesial networks is
asymmetrical in nature [Bechara et al., 2000a], in that poor
executive functions and working memory can lead to poor
affective decision-making. However, poor affective deci-
sion-making can occur while executive functions and
working memory are normal and highly functioning. The
current results are consistent with this notion in that the
driving force behind the gambler’s fallacy is the relatively
stronger reliance on the lateral frontal network and its
mechanisms of executive functions, with weaker engage-
ment of the mesial frontal regions and their mechanisms
of affective decision-making.

We also found that subjects showed more activation in
the dorsal (i.e., caudate) and ventral striatum (i.e., NAcc)
when they made decisions after wins than after losses. This
suggests that even for decisions involving independent
events, human decision-making is also modulated by a

C-F show the plots of percentage signal change for each ROI
defined around the local maxima (see methods). Error bars
denote within-subject error. ACC: anterior cingulate cortex;
NAcc: nucleus accumbens; Ins: Insula. Please note that the ROls
were non-independent and the absolute value should be treated
cautiously.

reinforcement learning mechanism supported by the ven-
tral and dorsal striatum. Consistently, it has also been
found that near-miss trials compared to full-miss trials
involved stronger activation in the reward system, which
was also associated with stronger desire to continue to
gamble [Clark et al.,, 2009]. The striatum has been impli-
cated in choice-outcome contingency learning via feedback,
particularly in processing the prediction errors that lead to
changes in behavioral choices [Daw et al., 2006; O'Doherty
et al., 2004; Schultz, 2002; Tricomi et al., 2004; Xue et al.,
2008b]. This mechanism allows behaviors with positive
errors (e.g., wins) to be reinforced, whereas those with neg-
ative errors (e.g., losses) to be avoided. The gambler’s fal-
lacy is a condition where this mechanism of prediction
error is impaired (i.e., people risked more after losses),
which is consistent with the notion that error prediction
signaling linked to dopamine release in the striatum may
lead to pathological gambling [Frank et al., 2007].

The present study raises several interesting questions
that can be examined in future studies. First, although
existing literature primarily focuses on the effect of a series
of losses on subsequent decisions, the gambler’s fallacy
could be partially the result of reduced risk-seeking after a
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gain and/or increased risk-taking after a loss. Presumably,
these different aspects of the gambler’s fallacy might
involve distinct cognitive and neural mechanisms. Future
studies need to find a good baseline condition to examine
how gain and loss differently affect subsequent decisions.

Second, it is important to examine empirically in a nor-
mal population whether people with immature VMPFC
(e.g., adolescents and children) are more prone to the gam-
bler’s fallacy compared to those with normal VMPEC.
Another empirical test that can be carried out is whether
older adults, with declining prefrontal cortex functions
[Hedden and Gabrieli, 2004], would demonstrate a lower
proneness to the gambler’s fallacy. Existing data seem to
be consistent with this prediction: participants in our
study, as well as Knutson et al.’s [2008] study (mean age
around 22 years old) showed an overall behavioral pattern
consistent with the gambler’s fallacy, whereas the older
healthy controls in Shiv et al.’s [2005] study (average 51.6
years old) gambled less after losses.

Third, we anticipate that individuals with psychological
traits or psychiatric diagnoses that have been linked to
dysfunctions of the VMPC and impaired reinforcement
learning (e.g., pathological gamblers or addictive disor-
ders), are more likely to exhibit the gambler’s fallacy.
Indeed, whereas social gamblers might quit after losing a
certain amount of money, a compulsive gambler will keep
going, risking losing much more than they can afford in
an effort to recover their losses. While often termed as
“loss chasing,” this might also be partly explained by the
gambler’s fallacy. It has been shown that resisting “loss
chasing” is associated with strong activation in the brain
regions associated with anxiety and conflict monitoring,
including the anterior cingulate cortex and insula [Camp-
bell-Meiklejohn et al.,, 2008]. Results from the present
study provide preliminary evidence that “loss chasing”
might also result from impaired affective decision making
after previous losses and/or impaired reinforcement-learn-
ing signals. Our study provides a useful theoretical and
methodological framework that can be used to examine
pathological gamblers and addictive disorders from the
point of view of the gambler’s fallacy and its underlying
neural mechanisms.

Finally, the gambler’s fallacy can also be affected by the
illusion of being in control, which is the tendency for
human beings to believe that they can control, or at least
influence, the outcomes that they in fact have no influence
over [Langer, 1975]. Field data showed that, if given the
opportunity to choose the number on the roulette game,
many people would increase the bet after a gain, but on a
different number [Croson and Sundali, 2005]. This lack of
illusion of control in our study could have enhanced the
gambler’s fallacy [also see Clark et al., 2009]. That is, when
not being allowed to bet on another cup, the “optimal” de-
cision is thus to not gamble after winning a gamble, since
the chance for the computer to choose the first cup again
was “smaller” after it had been chosen on the previous
trial. It might be reasonable to suggest that if participants

are asked to guess which cup contains a reward, the same
group of young participants might show less gambler’s
fallacy. Further neuroimaging studies need to examine
how the manipulation of illusion of control changes neural
activities in the systems concerned with affective decision-
making and the ability to exert self-control and “will-
power,” i.e., the prefrontal cortex [Bechara, 2005].

In sum, our results emphasize the limitations of the
human cognitive system in making decisions involving
random events. Although the human brain is equipped
with powerful pattern detection and executive functions
that support flexible “goal-directed” behaviors, as a result
of evolution in coping with the pattern-abundant environ-
ment, these mechanisms might turn out to be maladaptive
when a series of events adjacent in time and space are in
fact independent [Ivry and Knight, 2002]. Although a lot
of studies examined whether the cold cognitive system or
the hot emotional system is better in making decisions,
our study corroborates the cumulative evidence in show-
ing that both the cognitive and emotional systems could
lead to good or bad decisions under certain circumstances
[e.g., Shiv et al., 2005]. Future studies need to explore the
exact mechanisms of emotion and cognition in decision-
making and to discover how to optimize human decisions
by setting the proper contexts that fit the way our brain
works.
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